§ 1. Introduction.

1.1. If \( x \) denotes an irrational number, it is well known, that the sequence

\[ x, 2x, 3x, \ldots \]

is uniformly distributed mod 1; from this it follows that

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} g(nx) = \int_{0}^{1} g(t) \, dt,
\]

if \( g(t) \) denotes any bounded \( R \)-integrable function with period 1.

It is clear that (1) generally becomes false, if in stead of supposing that \( g(t) \) is Riemann-integrable, we only assume that \( g(t) \) is Lebesgue-integrable, since we can arbitrarily change the value of \( g(t) \) at all points \( nx \) (mod 1), without changing the integral.

In 1922 A. Khintchine \(^1\), considering the special case that the periodic function \( g(t) \) for \( 0 \leq t < 1 \) denotes the characteristic function of a measurable set \( \mathcal{E} \) in \( (0,1) \), introduced the question whether in this case (1) is true for almost all \( x \). He proved this to be the fact under certain conditions as to the nature of \( \mathcal{E} \). One may generalise Khintchine’s problem by replacing the sequence \( (nx) \) by \( (\lambda_n x) \), where

\[
\lambda_1 < \lambda_2 < \ldots
\]

denotes a sequence of increasing integers. In the special case \( \lambda_n = a^n \), where \( a \) is a fixed integer \( \geq 2 \), Raikoff proved that the formula

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} g(\lambda_n x) = \int_{0}^{1} g(t) \, dt
\]

holds almost everywhere in \( x \) for any (periodic) function which is Lebesgue-integrable. \(^2\)

F. Reiss \(^3\) pointed out that Raikoff’s theorem is actually an instance

---


of the classical ergodic theorem. This may be the cause that Raikoff's special case $\lambda_n = a^n$ is easier to deal with than Khintchine's case $\lambda_n = n$.

Kac, Salem and Zygmund\(^4\) proved a generalisation of Raikoff's result, considering lacunary sequences (2), where $\lambda_n$ need not be an integer, but where

$$\lambda_{n+1} \geq q \lambda_n,$$

$q$ denoting an arbitrarily given constant $> 1$. They proved that (3) holds almost everywhere in $x$, if $g(t)$ denotes a function of the class $L^2$, the Fourier coefficients of which satisfy a certain condition.

As far as I know, further results concerning the above problem are unknown,\(^5\) even in the case $\lambda_n = n$.

1. 2. In this paper I shall consider a general class of sequences $(f(n, x))$ $(n = 1, 2, \ldots ; 0 \leq x \leq 1)$ and a general class of periodic functions $g(x) \in L^2$ and I shall prove that the relation

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} g(f(n, x)) = \int_{0}^{1} g(t) \, dt$$

holds almost everywhere in $x$ $(0 \leq x \leq 1)$ (Theorem 2).

The class of sequences $(f(n, x))$ includes e.g.

a. the case $f(n, x) = xn$

b. the case $f(n, x) = \lambda_n x$

if $(\lambda_n)$ is any sequence (2) of real numbers satisfying $\lambda_{n+1} - \lambda_n \geq \delta > 0$, where $\delta$ is a constant,

c. the case $f(n, x) = (1 + x)^n$.

Obviously all these cases are included in the following theorem 1, which itself, as we shall prove in 1. 4, is a special case of the main theorem 2.


\(^5\) After the finishing of the manuscript, I discovered the interesting recent paper of P. Erdős, On the strong law of large numbers. Trans Amer. Math. Soc. 67 51–56 (1950).

Mr Erdős deals with the special lacunary case (2) which also has been treated by Kac-Salem-Zygmund (l.c. \(^4\)) and gives an interesting improvement of their result. But still more interesting is his Theorem 1, which states that there exists a function $g(x) \in L^2$, and a sequence of integers

$$\lambda_1 < \lambda_2 < \ldots$$

such that for almost all $x$

$$\frac{1}{N} \sum_{n=1}^{N} g(\lambda_n x) \to \infty.$$ 

It follows from Erdős's theorem that in my above Theorems 1, 2 in any case some condition on the Fourier coefficients, like (13), is necessary.
Theorem 1. Let \( \delta \) denote a positive constant. Let \( f(1, x), f(2, x), \ldots \) be a sequence of real numbers defined for every value of \( x \) \( (0 \leq x \leq 1) \), such that, for each \( n = 1, 2, \ldots \), the function \( f(n, x) \) of \( x \) has a continuous derivative \( f'_x \geq \delta \) which is either a non-increasing or a non-decreasing function of \( x \), whereas the expression \( f'_x(n_1, x) - f'_x(n_2, x) \) for each couple of positive integers \( n_1 \neq n_2 \) is either a non-increasing or a non-decreasing function of \( x \) for \( 0 \leq x \leq 1 \), the absolute value of which is \( \geq \delta \).

Let \( g(x) \in L^2 \) denote a periodic function of period 1, and putting

\[
g(x) \approx c_0 + \sum_{k=-\infty}^{\infty} c_k e^{2\pi i kx} \quad (c_{-k} = \overline{c_k}),
\]

let

\[
\sum_{n=N+1}^{\infty} |c_n|^2 = O(\eta(N)),
\]

where \( \eta(N) \) denotes a positive non-increasing function, such that \( \sum \frac{\eta(N)}{N} \) converges. Then (4) holds almost everywhere in \( 0 \leq x \leq 1 \).

1.3. We now state the main result of the paper.

Definition 1. Let \( f(n, x) \) for \( n = 1, 2, \ldots \), be a real differentiable function of \( x \) for \( 0 \leq x \leq 1 \), the derivative of which is either a non-increasing or a non-decreasing, positive function of \( x \). Then put

\[
A_n = \text{Max} \left( \frac{1}{f'(n, 0)}, \frac{1}{f'(n, 1)} \right).
\]

Further, let for each couple of integers \( n_1 \geq 1, n_2 \geq 1, n_1 \neq n_2 \) the derive \( \Phi_x \) of the function

\[
\Phi = \Phi(n_1, n_2, x) = f(n_1, x) - f(n_2, x) \quad (n_1 \neq n_2)
\]

be \( \neq 0 \) and either a non-increasing, or a non-decreasing function of \( x \) in \( 0 \leq x \leq 1 \).

Then put

\[
A(M, N) = \frac{1}{N^2} \sum_{n=-M}^{M} \sum_{n=-M+2}^{M+2} \text{Max} \left( \frac{1}{\Phi_x(n_1, n_2, 0)}, \frac{1}{\Phi_x(n_1, n_2, 1)} \right)
\]

for all integers \( M \geq 0 \) and \( N \geq 1 \).

Definition 2. Let \( g(x) \) denote a periodic function of the class \( L^2 \) in \( 0 \leq x \leq 1 \) with period 1 and mean value 0, i.e. 6)

\[
g(x) \approx \sum_{k=-\infty}^{\infty} c_k e^{2\pi i kx} \quad (c_0 = 0; \ c_{-k} = \overline{c_k} \ (k \geq 1)),
\]

and put

\[
R_m = \sum_{k=-m+1}^{m} |c_k|^2 \quad (m \geq 0).
\]

6) As the assumption \( c_0 = \frac{1}{0} \int g(x) \, dx = 0 \) may be made without loss of generality, we shall put \( c_0 = 0 \) for the rest of the paper.
Theorem 2.
1. Let $C_1, C_2, C_3$ denote suitably chosen absolute constants. Let $\eta_1(n)$ and $\eta_2(n)$ denote two positive non-increasing functions of $n = 1, 2, \ldots$ such that

$$\sum_{n=1}^{\infty} \frac{\eta_1(n)}{n} < \infty; \quad \sum_{n=1}^{\infty} \frac{\eta_2(n)}{n} < \infty.$$ (10)

2. Let $f(n, x)$ $(n = 1, 2, \ldots)$ denote the functions of Definition 1 and let

$$\sum_{n=M+1}^{M+N} A_n \leq C_1 N \quad (N \geq 1)$$ (11)

$$A(M, N) \leq C_2 \eta_1^N(N) \quad (M \geq 0, \ N \geq 1).$$ (12)

3. Let $g(x)$ denote the function of Definition 2 and let

$$R_m \leq C_3 \eta_2(m) \quad (m \geq 1).$$ (13)

Then

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} g(f(n, x)) = 0.$$ (14)

1. 4. It is clear that the functions $f(n, x)$ of theorem 1 satisfy the conditions of theorem 2, for if one ranges the $N$ numbers

$$f'_2(M+1, x), f'_2(M+2, x), \ldots, f'_2(M+N, x)$$

in increasing order, the difference between each two consecutive ones is at least $\delta$, and we find

$$\sum_{n=M+1}^{M+N} \frac{1}{f'_2(n, x)} \leq \sum_{\mu=1}^{N} \frac{1}{\mu \delta} < \frac{1}{\delta} \log 3N.$$ (15)

$$\sum_{n=M+1}^{N-1} \frac{1}{|f'_2(n, x)-f'_2(n, 1)|} \leq 2 \sum_{\mu=1}^{N} \frac{1}{\mu \delta} < \frac{2}{\delta} \log 3N.$$ (16)

Hence

$$\sum_{n=M+1}^{M+N} A_n \leq \sum_{n=M+1}^{M+N} \frac{1}{f'_2(n, 0)} + \sum_{n=M+1}^{M+N} \frac{1}{f'_2(n, 1)} \leq \frac{2}{\delta} \log 3N$$

and

$$A(M, N) \leq \frac{4}{\delta} \log \frac{3N}{N}.$$ (17)

1. 5. With a different method, which only holds for the case $f(n, x) = \lambda_n x$, where the $\lambda_n$ are integers satisfying (2), I have proved a theorem, which is somewhat sharper than Theorem 1, as the inequality for $\sum_{n=N+1}^{\infty} |c_n|^2$ is replaced by a weaker one. I shall publish those results elsewhere.
§ 2. Some Lemma's.

2. 1. Lemma 1. Let the function

\[ g(x) = \sum_{k=-\infty}^{\infty} c_k e^{2\pi ikx} \quad (c_0 = 0, \quad c_{-k} = c_k; \quad k \geq 1) \]

belong to the class \( L^2 \) and put

\[ R_m = \sum_{k=m+1}^{\infty} |c_k|^2 \quad (m \geq 0) \]

and

\[ G(x, \alpha) = \frac{1}{2\alpha} \int_{-\alpha}^{\alpha} g(x + t) \, dt \quad (\alpha > 0). \]

Then

\[ G(x, \alpha) \approx \sum_{k=-\infty}^{\infty} C_k e^{2\pi ikx}, \]

where

\[ C_k = \frac{\sin 2\pi \alpha}{2\pi \alpha} c_k \quad (k \leq 0), \]

\[ \sum_{k=1}^{\infty} |C_k|^2 \leq R_0, \]

\[ \sum_{k=-p+1}^{\infty} |C_k| \leq \frac{1}{2\pi \alpha} \sqrt{R_p^p (p \geq 1)}, \quad \sum_{k=1}^{\infty} |C_k| \leq \frac{\sqrt{R_p^p}}{4\alpha}, \]

whereas the relation

\[ G(x, \alpha) = \sum_{k=-\infty}^{\infty} C_k e^{2\pi ikx} \]

holds uniformly in \( x \).

Remark. The condition \( g(x) \in L^2 \) is not required for the proof of all the statements of the lemma, but a refinement in that direction would be of no use for our purpose.

Proof. As is proved in textbooks on Fourier-series, only any Fourier-series, whether convergent or not, may be integrated term by term between any limits; i.e. the sum of the integrals of the separate terms, is the integral of the function of which the series is the Fourier series. Now applying this process to the function

\[ g(x + t) \approx \sum_{k=-\infty}^{\infty} (c_k e^{2\pi ikx}) \cdot e^{2\pi ikt}, \]

integrating with respect to \( t \) between the limits \(-\alpha\) and \( \alpha\), we immediately find \( (22) \) and \( (19) \). We now shall prove the formula \( (21) \), from which it is immediately clear that \( (22) \) holds uniformly in \( x \).

\[ ^7 \text{E.g. cf. E. C. Titchmarsh, The theory of functions, Oxford Univ. Press, (1939).} \]
From (19) we have for $p \geq 0$, $q \geq 1$

$$\sum_{k=p+1}^{p+q} |C_k| \leq \frac{1}{2\pi a} \sum_{k=p+1}^{p+q} |c_k| \cdot \frac{1}{k} \leq \frac{1}{2\pi a} \left( \sum_{k=p+1}^{p+q} |c_k|^2 \right)^{1/2} \left( \sum_{k=p+1}^{p+q} \frac{1}{k^2} \right)^{1/2},$$

using the Cauchy–Schwarz–Riemann inequality; hence

$$\sum_{k=1}^{\infty} |C_k| \leq \frac{1}{2\pi a} \frac{\pi}{\sqrt{6}} \sqrt{R_0} < \frac{\sqrt{R_0}}{4a}$$

and, if $p \geq 1$:

$$\sum_{k=p+1}^{p+q} |C_k| \leq \frac{1}{2\pi a} R_p^{1/4} \left( \int_{\pi}^{p} \frac{du}{u^2} \right)^{1/4} = \frac{1}{2\pi a} \left( \frac{R_p}{p} \right)^{1/4},$$

which proves (21).

Now from the fact that (22) holds uniformly in $x$ we deduce immediately that the right hand side is the Fourier series of its sum, which proves (18). Finally we note that (20) is an immediate consequence of (16) and (19) because of

$$\left| \sin \frac{2nka}{2nka} \right| \leq 1.$$

**Lemma 2.** If $g(x) \in L^2$ and $G(x, a)$ ($a > 0$) denote the functions of (15) and (17) and if $R_m$ is defined by (16) ($m \geq 0$), we have

$$\int_{0}^{1} |g(x) - G(x, a)|^2 dx \leq 100 R_0 m^4 a^4 + 8 R_m,$$

for each integer $m \geq 1$ which satisfies

$$2\pi m a \leq 1.$$

**Proof.** By Lemma 1 we have (see (15) and (18))

$$g(x) - G(x, a) \approx \sum_{k=-\infty}^{\infty} (c_k - C_k) e^{2\pi ika},$$

hence

$$g(x) - G(x, a) \approx \sum_{k=-\infty}^{\infty} c_k \left( 1 - \frac{\sin 2\pi ka}{2\pi ka} \right) e^{2\pi ika},$$

by (19). Now, since $g(x)$ and $G(x, a)$ belong to $L^2(G(x, a)$ being a continuous function of $x$), we have, by Parseval’s theorem,

$$\int_{0}^{1} |g(x) - G(x, a)|^2 dx = 2 \sum_{k=-\infty}^{\infty} |c_k|^2 \left( 1 - \frac{\sin 2\pi ka}{2\pi ka} \right)^2 =$$

$$= 2 \sum_{k=1}^{m} |c_k|^2 \left( 1 - \frac{\sin 2\pi ka}{2\pi ka} \right) + 2 \sum_{k=m+1}^{\infty} |c_k|^2 \left( 1 - \frac{\sin 2\pi ka}{2\pi ka} \right)^2.$$

Now we note that

$$\left( 1 - \frac{\sin 2\pi ka}{2\pi ka} \right)^2 \leq 4$$
and also that
\[ \left( 1 - \frac{\sin 2 \pi k a}{2 \pi k a} \right)^2 \leq \frac{(2 \pi k a)^4}{(31)^2} < \frac{(6,5)^4 m^4 \alpha^4}{6^4} < 100 \ m^4 \ \alpha^4, \]
if \( 1 \leq k \leq m \), and \( 2 \pi m \alpha \leq 1 \).

Therefore we have by (24)
\[
\int_0^1 \left| g(x) - G(x, \alpha) \right|^2 \, dx \leq 100 \ m^4 \ \alpha^4 \ \sum_{k=1}^{m} |c_k|^2 + 8 \sum_{k=m+1}^{\infty} |c_k|^2 \leq 100 m^4 \ \alpha^4 R_0 + 8 R_m.
\]
Q. e. d.

Lemma 3. Let \( f(n, x) \) for \( n = 1, 2, \ldots \) denote a real continuous function of \( x \) for \( a \leq x \leq b \), and let
\[
\Phi(n_1, n_2, x) = f(n_1, x) - f(n_2, x) \quad \text{for} \quad n_1 \neq n_2
\]
have a continuous derivative \( \Phi'_x \), which is \( \neq 0 \) and either non-decreasing or non-increasing for \( a \leq x \leq b \).

Finally, put
\[
A_N = \frac{1}{N^3} \sum_{n_1=2}^{N} \sum_{n_2=1}^{n_1-1} \max \left( \frac{1}{\Phi'_x(n_1, n_2, a)}, \frac{1}{\Phi'_x(n_1, n_2, b)} \right).
\]

Then we have for \( N \geq 2, \ h > 0 \ (h \ not \ depending \ on \ n \ and \ x) \)
\[
\int_a^b \sum_{n=1}^{N} e^{2 \pi i n h} \ |^2 \, dx \leq (b-a) \ N + \frac{A_N}{h} \ N^2.
\]
This lemma I have proved in a previous paper. 8) I deduce from it the following

Lemma 4. Let \( f(n, x) \) for \( n = 1, 2, \ldots \) denote the functions of Definition 1, and let \( A(M, N) \) be defined by (7). Then for each integer \( h \neq 0 \) which does not depend on \( n \) and \( x \) we have
\[
\int_0^1 \left| \sum_{n=M+1}^{M+N} e^{2 \pi i n h} \right|^2 \, dx \leq N + \frac{A(M, N)}{h} \ N^2. \quad (M \geq 0, \ N \geq 1).
\]

Proof. For \( M \geq 0 \) consider the sequence
\[
f(M + 1, x), \ f(M + 2, x), \ldots
\]
These functions satisfy the conditions of Lemma 3 with \( f(M + n, x) \) in stead of \( f(n, x) \) and with \( a = 0, \ b = 1 \). The corresponding number \( A_N \) defined in Lemma 3 \( (a = 0, b = 1) \) is identical with the number \( A(M, N) \) which was defined by (7). Therefore Lemma 4 is an immediate consequence of Lemma 3.

Lemma 5. Let \( f(n, x) \) for \( n = 1, 2, \ldots \) denote the functions of

Definition 1, let \( g(x) \) denote the function of Definition 2, let \( G(x, a) \) \((a > 0)\) denote the function which is defined by (17) and finally, let

\[
S(M, N, x; a) = \sum_{n=-M}^{M+N} G(f(n, x), a).
\]

Then for each integer \( p \geq 1 \)

\[
\begin{align*}
\int_0^1 |S(M, N, x; a)|^2 \, dx & \leq 4 R_0 N p + 8 R_0 N^2 A(M, N) \log 3 p + \\
& + \frac{1}{\pi a^2} \left[ \frac{R_0 R_p}{p} + \frac{8}{\pi a} N^2 \sqrt{\frac{R_0 R_p}{p} A(M, N) \log 3 p} + \frac{1}{\pi^2 a^2} N^2 \frac{R_p}{p} \right],
\end{align*}
\]

where \( A(M, N) \) and \( R_p \) are defined by (7) and (9) (Definition 1 and 2).

Proof. Using Lemma 1, we deduce from (22) and (25)

\[
S(M, N, x; a) = \sum_{n=-M}^{M+N} \sum_{k=-\infty}^{\infty} C_k e^{2\pi i k (n, x)} = \sum_{k=-\infty}^{\infty} C_k \sum_{n=-M}^{M+N} e^{2\pi i k (n, x)}.
\]

Hence

\[
|S(M, N, x; a)| \leq 2 \sum_{k=1}^{\infty} |C_k| \sum_{n=-M}^{M+N} e^{2\pi i k (n, x)} \leq \\
\leq 2 \sum_{k=1}^{\infty} |C_k| \sum_{n=-M}^{M+N} e^{2\pi i k (n, x)} + 2 N \sum_{k=p+1}^{\infty} |C_k| (p \geq 1), \text{ as the inner sum is in absolute value } \leq N.
\]

Therefore we have

\[
|S(M, N, x; a)|^2 \leq 4 \left( \sum_{k=1}^{\infty} |C_k|^2 \sum_{n=-M}^{M+N} e^{2\pi i k (n, x)} \right)^2 + \\
+ 8 N \left( \sum_{k=p+1}^{\infty} |C_k|^2 \sum_{n=-M}^{M+N} e^{2\pi i k (n, x)} \right)^2 + 4 N^2 \left( \sum_{k=p+1}^{\infty} |C_k|^2 \right)^2
\]

and applying the CAUCHY–SCHWARZ–RIEMANN-inequality

\[
|S(M, N, x; a)|^2 \leq 4 \left( \sum_{k=1}^{\infty} |C_k|^2 \sum_{n=-M}^{M+N} e^{2\pi i k (n, x)} \right)^2 + \\
+ 8 \left( \sum_{k=p+1}^{\infty} |C_k|^2 \sum_{n=-M}^{M+N} e^{2\pi i k (n, x)} \right)^2 + 4 N^2 \left( \sum_{k=p+1}^{\infty} |C_k|^2 \right)^2.
\]

Integrating this and applying (20) and (21) we find:

\[
\begin{align*}
\int_0^1 |S(M, N, x; a)|^2 \, dx & \leq 4 R_0 \sum_{k=1}^{\infty} \left| \sum_{n=-M}^{M+N} e^{2\pi i k (n, x)} \right|^2 \, dx + \\
& + \frac{4 N^2}{\pi a} \left( \frac{R_0}{p} \sum_{k=1}^{p} |C_k| \left| \sum_{n=-M}^{M+N} e^{2\pi i k (n, x)} \right| \, dx + \frac{R_p}{p} \right).
\end{align*}
\]

Now we have, by Lemma 4,

\[
\int_0^1 \left| \sum_{n=-M}^{M+N} e^{2\pi i k (n, x)} \right|^2 \, dx \leq N + \frac{A(M, N)}{k} N^2.
\]
Moreover applying the Cauchy–Schwarz–Riemann-inequality for integrals, we find
\[
\frac{1}{M^2} \sum_{n=M+1}^{M+N} e^{2\pi i k(n,x)} \leq \left( \int_0^1 \left| \sum_{n=M+1}^{M+N} e^{2\pi i k(n,x)} \right|^2 \right)^{1/2} \leq \left\| N + \frac{A(M,N)}{k} \right\| N^2 \leq \sqrt{N} + N \frac{A(M,N)}{k},
\]
by Minkowski's inequality. Therefore it follows from (27)
\[
\int_0^1 |S(M, N, x; a)|^2 \, dx \leq 4 R_0 \sum_{k=1}^p \left( N + \frac{A(M,N)}{k} \right)^2 + \frac{4 N}{\pi a} \sum_{k=1}^p |C_k| \left( \sqrt{N} + N \frac{A(M,N)}{k} \right) + \frac{N^2}{\pi^2 a^2} \frac{R_p}{p},
\]
and hence, by (21), since
\[
\sum_{k=1}^p |C_k| \cdot \frac{1}{\sqrt{k}} \leq \left( \sum_{k=1}^p |C_k|^2 \right)^{1/2} \left( \sum_{k=1}^p \frac{1}{k} \right)^{1/2} < 2 \sqrt{R_0} \sqrt{\log 3 p},
\]
we have
\[
\int_0^1 |S(M, N, x; a)|^2 \, dx \leq 4 R_0 N p + 8 R_0 N^2 A(M,N) \log 3 p + \frac{N^2}{\pi^2 a^2} \frac{R_p}{p},
\]
which proves (26).

**Lemma 6.** Let \( \Omega(x) \geq 0 \) denote a periodic function with period 1, which is Lebesgue-integrable. Let \( \psi(x) \) denote a differentiable function in \((0,1)\), such that \( \psi'(x) \) is a positive and either a non-increasing, or a non-decreasing function of \( x \) in \((0,1)\). Put
\[
\Lambda = \text{Max} \left( \frac{1}{\psi'(0)}, \frac{1}{\psi'(1)}, 1 \right).
\]

Then we have
\[
\int_0^1 \Omega(\psi(x)) \, dx \leq 8 \Lambda \int_0^1 \Omega(u) \, du.
\]

**Proof.** If \( \Psi(u) \) denotes the inverse function of \( u = \psi(x) \), we have
\[
\int_0^1 \Omega(\psi(x)) \, dx = \int_{\psi(0)}^{\psi(1)} \Omega(u) \Psi'(u) \, du.
\]

We now distinguish two cases.

**A.** If
\[
\psi(1) - \psi(0) \leq 8,
\]
then the right hand side of (30) is
\[
\leq \Lambda \int_{\psi(0)}^{\psi(1)} \Omega(u) \, du \leq 8 \Lambda \int_0^1 \Omega(u) \, du,
\]
because of (28) and the fact that $Q \geq 0$ is periodic. In this case therefore (29) has been proved already.

**B.** If

$$\psi(1) - \psi(0) > 8,$$

then we write (30) in the form

$$\int_{0}^{1} \Omega(\psi(x)) \, dx = \sum_{r=A}^{B} \int_{r-1}^{r} \Omega(u) \, \Psi'(u) \, du +$$

$$+ \int_{\psi(0)}^{A} \Omega(u) \, \Psi'(u) \, du + \int_{B}^{\psi(1)} \Omega(u) \, \Psi'(u) \, du,$$

where we have put

$$A = [\psi(0)] + 2, \quad B = [\psi(1)] - 3.$$

Now by the same argument as we have used in $A$, we have

$$\int_{\psi(0)}^{A} \Omega(u) \, \Psi'(u) \, du \leq 3 \Lambda \int_{0}^{1} \Omega(u) \, du,$$

$$\int_{B}^{\psi(1)} \Omega(u) \, \Psi'(u) \, du \leq 4 \Lambda \int_{0}^{1} \Omega(u) \, du.$$

We now deal with the sum on the right hand side of (31) and write

$$\sum_{r=A}^{B} \int_{r-1}^{r} \Omega(u) \, \Psi'(u) \, du = \sum_{r=A}^{B} \int_{0}^{1} \Omega(v + r) \, \Psi'(v + r) \, dv =$$

$$= \int_{0}^{1} \Omega(v) \{ \sum_{r=A}^{B} \Psi'(v + r) \} \, dv \leq \{ \sum_{r=A}^{B} \Psi'(v) \} \int_{0}^{1} \Omega(v) \, dv,$$

since $\Psi'(u)$ is either non-increasing of non-decreasing. Now

$$\sum_{r=A}^{B} \Psi'(v) \leq \int_{A-1}^{B+2} \Psi'(u) \, du < \int_{\psi(0)}^{\psi(1)} \Psi'(u) \, du = [\Psi(u)]_{\psi(0)}^{\psi(1)} = 1,$$

and therefore

$$\sum_{r=A}^{B} \int_{r-1}^{r} \Omega(u) \, \Psi'(u) \, du \leq \int_{0}^{1} \Omega(u) \, du.$$

Combining (31), (32), (33), (34), we find

$$\int_{0}^{1} \Omega(\psi(x)) \, dx \leq 8 \Lambda \int_{0}^{1} \Omega(u) \, du,$$

because of $A \geq 1$.

**Lemma 7.** If $f(n, x) \ (n = 1, 2, \ldots)$ and $g(x)$ denote the functions of Definition 1 and Definition 2, and if we put

$$S^*(M, N, x) = \sum_{n=M+1}^{M+N} g(f(n, x)),$$
where $M \geq 0$, $N \geq 1$ are integers, we have for every positive $a$, and every positive integer $m$, satisfying $2 \pi m a \leq 1$ and for every positive integer $p$ the inequality

$$\left\{ \int_0^1 \left| S^*(M, N, x) \right|^2 dx \right\}^{1/2} \leq \left\{ (100 R_0 m^4 a^4 + 8 R_m) \sum_{n=M+1}^{M+N} 8 (A_n+1) \right\}^{1/2} +$$

$$+ \left\{ 4 R_0 N p + 8 R_0 N^2 A(M, N) \log 3 p + \frac{N^4}{n^2} \right\}^{1/2} +$$

$$\frac{N^4}{n^2} \left\{ \frac{R_0 R_p}{p} + \frac{8 N^2}{n^2} \right\}^{1/2} \left\{ \frac{R_0 R_p}{p} A(M, N) \log 3 p + \frac{N^2 R_p}{n^2 a^2} \right\}^{1/2},$$

using the notations of Definitions 1, 2.

**Proof.** If $G(x, a)$ ($a > 0$) is defined by (17) and if $S(M, N, x, a)$ denotes the sum (25), we find from (35) by MINKOWSKI's inequality

$$\left\{ \int_0^1 \left| S^*(M, N, x) \right|^2 dx \right\}^{1/2} \leq \left\{ \int_0^1 \left| S^*(M, N, x) - S(M, N, x; a) \right|^2 dx \right\}^{1/2} +$$

$$+ \left\{ \int_0^1 \left| S(M, N, x; a) \right|^2 dx \right\}^{1/2}.$$

Now by (25) and (35)

$$\left\{ \int_0^1 \left| S^*(M, N, x) - S(M, N, x; a) \right|^2 dx =$$

$$= \int_0^1 \left| \sum_{n=M+1}^{M+N} (g(f(n, x)) - G(f(n, x), a)) \right|^2 dx \leq$$

$$\leq \sum_{n=M+1}^{M+N} \int_0^1 \left| g(f(n, x)) - G(f(n, x), a) \right|^2 dx$$

using the CAUCHY–SCHWARZ–RIEMANN-inequality for sums. Applying Lemma 6 with

$$\Omega(x) = |g(x) - G(x, a)|^2 \quad \psi(x) = f(n, x),$$

we find

$$\int_0^1 \left| g(f(n, x)) - G(f(n, x), a) \right|^2 dx \leq 8 (A_n+1) \int_0^1 \left| g(u) - G(u, a) \right|^2 du,$$

where $A_n$ is defined by (5). Therefore we have by Lemma 2

$$\int_0^1 \left| g(f(n, x)) - G(f(n, x), a) \right|^2 dx \leq 8 (A_n+1) (100 R_0 m^4 a^4 + 8 R_m)$$

for every integer $m \geq 1$ which satisfies $2 \pi m a \leq 1$. Therefore we have by (38)

$$\int_0^1 \left| S^*(M, N, x) - S(M, N, x; a) \right|^2 dx \leq (100 R_0 m^4 a^4 + 8 R_m) N \sum_{n=M+1}^{M+N} 8 (A_n+1)$$

and thus we find from (37)

$$\left\{ \int_0^1 \left| S^*(M, N, x) \right|^2 dx \right\}^{1/2} \leq \left\{ (100 R_0 m^4 a^4 + 8 R_m) N \sum_{n=M+1}^{M+N} 8 (A_n+1) \right\}^{1/2} +$$

$$+ \left\{ \int_0^1 \left| S(M, N, x; a) \right|^2 dx \right\}^{1/2}.$$
Now applying Lemma 5 \((p \geq 1)\), we find from (39) and (26) immediately (36), which proves Lemma 7.

Lemma 8. \(\text{Be } \eta(x) > 0 \text{ and non-increasing for } x \geq 1, \text{ such that}\)

\[
\sum_{N=1}^{\infty} \frac{\eta(N)}{N} < \infty.
\]

Then we have for any positive \(\varepsilon\)

\[
\sum_{N=1}^{\infty} \frac{\eta(N)}{N} < \infty
\]

and also

\[
\eta(N) \log N \to 0, \text{ as } N \to \infty.
\]

Proof. \(A. \) It is clear that \(\frac{\eta(N)}{N}\) is a non-increasing function of \(N\) and therefore

\[
\sum_{N=1}^{\infty} \frac{\eta(N)}{N} < \infty, \text{ if } \int_{1}^{\infty} \frac{\eta(t)}{t} \, dt \text{ converges.}
\]

Now putting \(t' = u\), we find \(\frac{dt}{t} = \frac{1}{u} \frac{du}{u}\), hence

\[
\int_{1}^{T} \frac{\eta(t')}{t'} \, dt' = \frac{1}{\varepsilon} \int_{1}^{\tau} \frac{\eta(u)}{u} \, du,
\]

which proves the first assertion, since \(\sum_{N=1}^{\infty} \frac{\eta(N)}{N} < \infty\).

\(B. \) As \(\eta(N)/N\) is non-increasing and as \(\sum_{N=1}^{\infty} \frac{\eta(N)}{N} < \infty\), we conclude from a well known theorem that also the series

\[
\sum_{n=1}^{\infty} \eta(2^n) < \infty.
\]

Since the general term of this series is a non-increasing function of \(n\), we have by another well known theorem

\[n \eta(2^n) \to 0, \text{ as } n \to \infty.\]

Now let \(N\) denote a positive integer >2 and be \(n\) the integer for which

\(2^n \leq N < 2^{n+1}.\)

Then we have

\(\eta(N) \log N \leq \eta(2^n) \log 2 \to 0 \text{ as } N \to \infty.\)

Q. e. d.
Lemma 9. Let $\eta_1(N)$ and $\eta_2(N)$ be positive non-increasing functions such that

$$\sum_{N=1}^{\infty} \frac{\eta_1(N)}{N} < \infty, \quad \sum_{N=1}^{\infty} \frac{\eta_2(N)}{N} < \infty.$$ 

Then $\sqrt{\eta_1(N) \eta_2(N)}$ is also a non-increasing function of $N$, such that

$$\sum_{N=1}^{\infty} \frac{\sqrt{\eta_1(N) \eta_2(N)}}{N} < \infty.$$ 

Proof. It is trivial that $\sqrt{\eta_1(N) \eta_2(N)}$ is a non-increasing function. Further by the Cauchy–Schwarz–Riemann-inequality

$$\sum_{N=1}^{N*} \frac{\sqrt{\eta_1(N) \eta_2(N)}}{N} \leq \sqrt{\sum_{N=1}^{N*} \frac{\eta_1(N)}{N}} \cdot \sqrt{\sum_{N=1}^{N*} \frac{\eta_2(N)}{N}},$$

which proves the lemma.

Finally we use a lemma, which is a special case of a theorem due to I. S. Gál and the author\(^9\), and which has also been proved in a joint paper by R. Salem and the author:\(^{10}\)

Lemma 10. Let $f_n(x) \in L^p(0,1) (n = 1, 2, \ldots) (p > 1)$ be a sequence of functions such that

$$\frac{1}{N} \sum_{n=1}^{N} |f_n(x)|^p dx < C (M + N)^{p-\sigma} N^\sigma \eta(N),$$

where $C > 0, \sigma > 1$ are constants and where $\eta(N)$ denotes a positive non-increasing function of $N$ such that $\sum \eta(N)/N < \infty$.

Then

$$\frac{1}{N} \sum_{n=1}^{N} f_n(x) \to 0, \text{ as } N \to (\infty),$$

almost everywhere in $(0, 1)$.

§ 3. Proof of Theorem 2.

We put $(N \geq 1)$ \(43\)

$$a = \frac{1}{2\pi N^{\eta_1}}, \quad m = [N^{\eta_1}], \quad p = [N^{\eta_1}].$$


The main theorem of this joint paper is closely related with the above theorems, as it deals with the problem, whether from the uniform distribution modulo 1 of a sequence $u_1, u_2, \ldots,$ may be concluded that

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} g(u_n + x) = \frac{1}{0} g(x) dx$$

for a given $g(x) \in L^2$ and for almost all $x$. 
Then $m \geq 1$, $p \geq 1$, $2 \pi ma \leq 1$.

Further we have by (13)

\begin{align*}
(44) \quad R_m &= O(\eta_2(m)) = O(\eta_2(N'')) = 0 \\
(45) \quad R_p &= O(\eta_2(p)) = O(\eta_2(N'')) = 0,
\end{align*}

as $\eta_2(n)$ is non-increasing.

We now apply Lemma 7. Substituting (43), (44), (45), (11), (12) in (36) we find

\[
\left\{ \frac{1}{0} |S^*(M, N, x)|^2 dx \right\}^{1/4} = O((N'' + N^2 \eta_2(N''))^{1/4}) + \bigg( O(N'' + N^{'''} N''^{1/2} \sqrt{\eta_2(N''')} + N^{'''} \sqrt{\eta_2(N''')} \eta_2(N) \log 3N + N'' \eta_2(N'')^{1/2}) \bigg).
\]

Hence using Minkowski's inequality and applying Lemma 8, i.e.

\[ \eta_1(N) \log 3N \rightarrow 0 \quad \text{and} \quad \eta_1(N) \rightarrow 0, \eta_2(N'') \rightarrow 0, \]

we find

\[
\left\{ \frac{1}{0} |S^*(M, N, x)|^2 dx \right\}^{1/4} = O(N''' + N \sqrt{\eta_2(N''')} + N \sqrt{\eta_1(N)}).
\]

Hence by Lemma 9

\[
\frac{1}{0} |S^*(M, N, x)|^2 dx = O(N^2 \eta(N)),
\]

where $\eta(N)$ is a positive non-increasing function such that

\[
\sum_{N=1}^{\infty} \frac{\eta(N)}{N} < \infty.
\]

Therefore by Lemma 10 and (35)

\[ S^*(0, N, x) = o(N) \quad \text{Q. e. d.} \]

almost everywhere in $0 \leq x \leq 1$. 